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Satoshi’s three questions

1. What does accelerated computing solve best?

— (Physics) simulation and visualization.

2. What do you see as the current biggest technical

challenge?

— Initial design cost of large LSIs, which

effectively terminated academic efforts to make

competitive chips.

Research in academia is essential for the advance

of the field.

3. Do you believe that accelerated computing will

become mainstream?

— In HPC, and in graphics, yes.



Talk structure

• Brief history of GRAPE/GRAPE-DR

• Future of accelerators

BTW, 6 times, not 7 (95, 96, 99, 00, 01, 03).



Brief history of GRAPE(-DR)

• Basic concept

• GRAPE-1 through 6

• GRAPE-DR



Basic concept (As of 1988)

• With astrophysical N -body simulation, almost all
calculation goes to the calculation of particle-particle
interaction.

• This is true even for fast O(N log N) or O(N) schemes

• A pipelined hardware which calculates the particle-particle
interaction can accelerate overall calculation.

• Original Idea: Chikada (1988)
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Accelerated Computing two decades ago



GRAPE-1 to GRAPE-6

GRAPE-1: 1989, 308Mflops

GRAPE-4: 1995, 1.08Tflops

GRAPE-6: 2002, 64Tflops



Performance history

Since 1995
(GRAPE-4), GRAPE
has been faster than
general-purpose
computers.

Development cost was
around 1/100.
Performance per
Watt was around 100.



GRAPE-DR: Why and what?

• Chip development cost becomes too high.

Year Machine Chip initial cost process

1992 GRAPE-4 200K$ 1µm

1997 GRAPE-6 1M$ 250nm

2004 GRAPE-DR 4M$ 90nm

2012? GDR2? > 10M$ 28nm?

How we can continue?

Widen application to justify the initial cost.



Processor architecture
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GRAPE-DR cluster system

(As far as I know) Only processor designed in

academia listed in Top500 in the last 10 years.



Little Green 500, June 2010

#1: GRAPE-DR, #2: QPACE: German QCD machine
#9: NVIDIA Fermi



Transistor count

Chip Total Trs SP operations Trs/op Ratio

GRAPE-6 8M 400 20k 1
GRAPE-DR 200M 1024 200k 10
Intel LRB 1.7B 1024? 1.7M? 85?

Intel Westmere 1.2B 48 25M 1250



Not all accelerators are created equal

Several important dimensions:

• Application-specific/General-purpose

• SIMD/MIMD

• Local Memory/Cache

• Narrow/Wide external memory



My view

One should go for: Application-specific, SIMD,

Local Memory, and Narrow external memory.

Reason: Gives you the best performance

• for the same number of transistors

• for the same power consumption

It can beat other approaches by two orders of

magnitudes.

But: initial cost has become too high. Need some

compromisation.



Solution?

• FPGA? — Always “the future of HPC” for the

last quarter century

• Structured ASIC? — Maybe, if manufacturers

survive.

• Programmable SIMD processor? — Yes, if you

can raise fund.

GRAPE-DR is the only processor designed in

academia which appeared in Top 500 list in the last

10 years (Tsukuba CP-PACS in 1996)



Comparison with other works
(From Nov 10 Top 500 list)

Accelerator CPU Performance Acceleration
/System /Clock /Efficiency over host

Fermi Xeon 6c 2.566PF 2.83
Tianhe-1A 2.93GHz 54.4%

Fermi Xeon 6c 1.192PF 6.13
Tsubame 2.0 2.93(3.19?) GHz 53.5%

GRAPE-DR Core i7 4c 37.4TF 10.6
3GHz 53.2%



Chip architecture

B
roadcast M

em
ory

Broadcast
same data to
all PEs

Control Processor

(in FPGA chip)

 

Memory Write Packet
Instruction

Broadcast Block 0

Result output port

External MemoryHost Computer

SING Chip

Result

Result Reduction and Output
Network

any processor
can write (one
at a time

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

 ALU

Register
File

• 32 PEs organized to
“broadcast block” (BB)

• BB has shared memory.
Various reduction
operation can be applied
to the output from BBs
using reduction tree.

• Input data is broadcasted
to all BBs.

• “Solved” data movement
problem: Very small
number of long wires and
off-chip IO.



Chikada’s idea (1988)

• Hardwired pipeline for force calculation (similar to Delft
DMDP)

• Hybrid Architecture (things other than force calculation
done elsewhere)


